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Figure 1: User Perspective of the Adaptive DoF Control, including a robot arm with wrist-mounted camera (left) and the user

interface as shown on the smart glasses (right)

ABSTRACT

Technology in general is developed to improve the lives of their

users, often by allowing them to handle individual struggles. As-

sistive robotics takes this concept to its extreme by (re-) enabling

users to physically interact with their environment in their daily

life. For a successful utilization however, a user interface is required

that allows for easy and quick interaction. Based on the promis-

ing concept of Adaptive Degree of Freedom (DoF) Control, this

paper presents a novel heuristic implementation of the underlying

principle, without relying on learning user actions.

To achieve this, a mixture distribution is obtained which ex-

presses how likely the user wants which motion. Here, every mode

of the mixture represents a heuristic behavior. Each such behavior

de�nes its own distribution of motion, as well as a weight indicat-

ing how likely it is in the current situation. The best �tting DoF is

obtained from this mixture and o�ered to the user with an interface.

This general-purpose control method has been tested in a small

technical study, the results of which show its general viability,

promising chances for a signi�cant reduction of mode changes, as

well as very good quantitative feedback by the users.
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1 INTRODUCTION

Assistive robot arms help users with physical impairments who

cannot use their own arms and hands to perform activities of daily

living (ADLs). However, robot arms are complex devices with usu-

ally six degrees of freedom (DoFs) plus at least one for the hand.

This makes designing an accessible and e�ective user interface for

the robot di�cult. On one hand, special input devices with many

degrees of freedom, e.g. a 3D mouse, exist, but they require con-

siderable dexterity which most people of the target group cannot

exercise. On the other hand, input devices speci�cally tailored for

this application, e.g. a head motion based joystick, only o�er to

input one or two degrees of freedom. Overall the challenge is the

mapping of these two input DoFs onto the seven output DoFs.
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The standard solution is a menu to switch between di�erent

assignments of cardinal DoFs, so-called modes, e.g. X, Y, Z, roll,

pitch, yaw, gripper. As the required motions in ADLs are usually not

aligned with a cardinal coordinate system, many mode switches are

required slowing down the robot’s use. For example pouring a glass

of water takes ≈ 500 ĩ with ≈ 50 mode switches[7]. Our research

investigates the idea that arti�cial intelligence shall analyse the

situation from images of a handmounted RGBD-camera and suggest

a DoF the user will probably want to use. Usually, this will not be a

cardinal one. If the computer is right, time is saved and e�ciency

gained; if the computer is wrong, the user can still manually choose

an alternative DoF.

This shared control scheme leaves the user in command and

reduces requirements for the arti�cial intelligence that does not

need to be as perfect as in pure autonomous operation. Conceptually

this can be viewed as a probabilistic prediction of Ħ (đĪ |Ė1:Ī ): How

likely is it, that the user will want the motionđĪ , given the situation

Ė1:Ī as apparent from sensors such as the camera? With the large

success of deep learning, it is tempting to learn Ħ (đĪ |Ė1:Ī ) from

recorded data, such as the DORMADL dataset[4]. However, there

are some challenges in that, which we will discuss in detail in

Section 6. Themost notable two are: The necessity to work on image

sequences Ė1:Ī instead of single images ĖĪ , as the hand camera

often simply does not see enough of the scene; And the di�culty

to incorporate the actually available geometric information from

the depth camera and kinematics.

Hence, this paper explores a more analytical alternative. The ap-

proach is to de�ne Ħ (đĪ |Ė1:Ī ) as a mixture distribution, where each

mixture mode represents an elementary behavior that is heuristi-

cally de�ned and reports its own relevance to the situation, which

in turn is used as a weight in the mixture. The behaviors can access

the current depth and kinematic data ĖĪ , as well as the position

of tracked objects even if they are currently outside the camera’s

view. The latter is a way of aggregating information over time, i.e.

computing Ħ (đĪ |Ė1:Ī ) instead of Ħ (đĪ |ĖĪ ). It is not as general as the

|Ė1:Ī notation suggests, but it addresses the most important issue,

namely to remember objects outside the �eld of view.

1.1 Contributions

The contributions of this paper are

• a set of basic behaviors of assistive robots in ADLs,

• in particular an approaching and grasping behavior based

on perceived geometry and a generic object segmenter,

• a method for probabilistic combination of behaviors in a

shared control setting,

• and a user study showing the validity of the approach as well

as opportunities to improve user satisfaction by reducing

mode switches.

The paper initially gives a short overview of relevant shared control

concepts in assistive robotics, then presents the proposed method

and �nally reports on the user study.

2 SHARED CONTROL IN ASSISTIVE
ROBOTICS

One of the most promising operation concepts for an assistive

robot is shared control. Based on the duality of control inputs

from a user and software, the concepts generally pairs user input

with an automation or similar support by a computer system (e.g.

[16] automatically handles end-e�ector rotation with the user only

controlling translational DoFs). This aims to reduce mode switches,

mental load, and execution errors by providing targeted assistance

during control operations by the user.

As assistive robotics in general aims to (re-) enable users to

perform tasks of daily living, the focus of any associated control

methodology needs to be the user themselves, therefore requir-

ing interfaces that keep the users in control whilst allowing them

to operate the high-DoFs robots[3]. As the user’s life should be

self-determined and not automated, classic automation-based robot

control systems cannot be applied here. Instead, a clear understand-

ing of user intent is vital[1] and needs to be incorporated into the

very base of any functional shared control concept. Assuming a

known intention, [11] allows to control the arm using a latent ac-

tion space, where the user’s lower dimensional control input results

in a high dimensional motion of the robot.

For this work, we will focus on the similar concept of Adaptive

DoF Control as presented in [5], which follows the idea of adaptively

adjusting the DoFs controllable by user interface, dependent on

the current situation. Generally, a classic system has a de�ned set

of modes (e.g. [12] with translational, rotational, grasping). The

adaptive DoF control e�ectively reduces the number of modes and

adjust them accordingly: By allowing more diverse DoFs, it allows

the user to control the robot along directions more appropriate

to the current situation, for example by moving the robot along a

diagonal instead of the robot-typical jagged motion of going �rst

left, then forward.

3 PROBABILISTIC COMBINATION OF
HEURISTIC BEHAVIORS

The �eld of Behavior-based Robotics follows the concept of creating

seemingly complex interactions based on minimal and very simple

sensor-driven actions (compare [2]). Generally speaking, this is

implemented by direct linking of sensor input to speci�c action,

as for example rotating to the right if light was detected on this

side. The most prominent examples of this are the tortoise robots

by W. Grey Walter[17]. Such behavior-based robots are often inten-

tionally compared to biological systems, as they can quickly react

to new sensory input.

Instead of directly generating actions, as in behavior-based robot-

ics, the robot control presented in this work follows a di�erent, but

correlated approach: Use statistical features of a set of preferably

simple behaviors as the suggested DoF in an adaptive DoF Control

(see Sec. 2).

The idea behind this control is not to select isolated behaviors,

but to instead create a combination of options via DoFs. This al-

lows for more natural and smoother motions, especially in areas of

transition, as well as blending of directions.

The associated general control structure is shown in Figure 2

and will be explained in detail during this work.

3.1 De�nition of a Behavior

In this work, a behavior Ę describes a simple action from a �nite

set of actions (such as Lifting the End-E�ector). More speci�c, it
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Figure 2: Software control loop. Based on (robot-associated)

sensor input Ė , the set of behaviors þ generate sigma points

čĘ , accumulated to a probability distribution ď . The user

controls the robot along an axis of the principal components

of the latter.

is an adaptive multivariate probability distribution describing the

likelihood of motion in an Ĥ-dimensional direction đĪ relative to

the end-e�ector given the situation as observed from the sensor

readings Ė1:Ī .

ĦĘ (đĪ |Ė1:Ī ) ∼ Ę, đĪ ∈ R
Ĥ (1)

The Ĥ-dimensional vector đĪ describes a velocity, which can be

joint angle or Cartesian and include components for the gripper.

In our case it consists of a stacked vector with translational, rota-

tional and gripper velocities in end-e�ector coordinates. SinceđĪ

contains rotational velocity not orientation, there is no problem

with singularities or need for quaternions.

In order to ease further processing, each behavior’s distribution

is de�ned as a Gaussian N(ĆĘ , SĘ ) with mean ĆĘ and covariance

SĘ . It is represented by a set čĘ of sigma points, similar to usage in

unscented Kalman �lters[15] (see Figure 3).

ĆĘ =

1

|čĘ |
·

∑
ħ∈čĘ

ħ (2)

SĘ = S(čĘ , ĆĘ ) (3)

where S(č, Ć) is the covariance of sigma points č with reference

point Ć:

S(č, Ć) =
1

|č |
·
∑
ħ∈č

(ħ − Ć) (ħ − Ć)Đ (4)

In this context, each point represents a direction of control which

originates at the end-e�ector’s tool center point. The set of points

therefore build a distribution with expected value E and covari-

ance Cov conditioned on the behavior’s underlying action and the

current situation. In addition, each behavior provides a weight Ĉ

to represent the likelihood Ħ (Ę |ĩ) of the underlying action in the

current situation.

Using this setup, the simplest behaviors consist of a single sigma

point ħ0 ∈ R
Ĥ describing a point distribution (ĆĘ = ħ0, SĘ = 0)

of a motion with the direction according to this sigma point. For

example, a strict Forwards behaviour moves in the direction the

end-e�ector is pointing.

Yaw Rotation

Z-translation

Sigma Point Visualisation in 2D
Look Around
Simple Forward
Approach Home
u0 = M

u0 = 0
DoF

Figure 3: Illustration of the representation of Ħ (đĪ |Ė1:Ī ) as

a mixture distribution. The dots are the sigma-points of

three behaviors (red, blue, orange), the ellipses show the

corresponding mean and covariance. The black dotted el-

lipse shows the overall mean and covariance of the mixture,

the bold ellipse corresponds to ď from equation (14), and the

black arrow shows the single optimal DoF. Mixture weights

are represented by the distance of the sigma points to the

origin.

A slightly more complex behavior may, for example, have no pre-

ferred sign of the direction (which would be the case for a general

DoF) and could therefore represent this by supplying two oppo-

site points čĘ = {ħ0,−ħ0} leading to ĆĘ = 0 and SĘ = ħ0ħ0
Đ . An

example of this kind of single-DoF behavior is the Look Around be-

havior described in Section 4.1, which can yaw left or right without

preference.

More complex behaviors can use arbitrary numbers of sigma

points to represent uncertainty inmultiple dimensions. These sigma

points can also depend on the environment.

If the behavior involves rotation and translation, there are sev-

eral options: Both can be combined into one sigma-point with a

de�ned ratio. This expresses that the user likely wants a combined

motion, e.g. an orbit around an object. Or there can be two sigma-

points, one with the rotation and no translation and one with the

translation and no rotation. This expresses, that the user likely

wants a translation, or a rotation or a combination of both. In the-

ory rotation and translation could also be two di�erent behaviors,

expressing, that the user likely wants no combination. However, by

the way the following processing is done, this makes no di�erence.

3.2 Combination of Behaviors as Mixture
Distribution

The di�erent behaviors are treated as modes of a mixture distri-

bution with weights, as returned by the behaviors. The rationale
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behind this view is that we assume the user wants to follow one of

the behaviors, but we don’t know which one. As the probability of a

behavior becomes larger when its better suited to the situation, the

mixture distribution has a high chance to re�ect the users intent.

Ħ (đĪ |Ė1:Ī ) =
∑
Ę∈þ

Ħ (Ę |Ė1:Ī ) · Ħ (đĪ |Ė1:Ī , Ę) (5)

=

1∑
Ę∈þ

ĈĘ

∑
Ę∈þ

ĈĘ · ĦĘ (đĪ |Ė1:Ī ) (6)

=

1∑
Ę∈þ

ĈĘ

∑
Ę∈þ

ĈĘ · N (ĆĘ , SĘ ) (đĪ ) (7)

Therefore, we can calculate the expected value Eĉ and covari-

ance Covĉ of the resulting mixture distribution directly from the

sigma points čĘ of all behaviors Ę ∈ þ as

Eĉ =

1∑
Ę∈þ

ĈĘ
·
∑
Ę∈þ

ĈĘ · ĆĘ (8)

Covĉ =

1∑
Ę∈þ

ĈĘ
·
∑
Ę∈þ

ĈĘ · S(čĘ , Eĉ ) (9)

This is shown in Figure 3 as a black dotted ellipse.

3.3 Choosing the most suitable DoFs

To be usable for the adaptive DoF control, a matrix Ā ∈ RĤĮģ of

individual DoFs needs to be generated from themixture distribution,

such that an ģ-dimensional user control signal ę ∈ R
ģ can be

mapped to a �nal robot motion ī:

ī = Ā · ę + ī0 (10)

For this, the user input axis ę Ġ controls motion along the DoF

represented by column Ġ of matrix Ā .

Similar to [5], our DoF-mappingĀ hasmore rowsĤ than columns

ģ, hence not every ī can be obtained by an appropriate ę . However,

ę = Ā+ (ī − ī0), (11)

with Ā+ as the Moore-Penrose-inverse of Ā gives the input ę that

produces a robot motion Āę + ī0 as close to ī as possible.

Substituting (11) into (10), we want to minimize the expected

squared error E(∥ě ∥2) of this control

ě = ī − Ā · Ā+ (ī − ī0) + ī0 . (12)

The problem can also be viewed as minimizing the expected

squared distance from the distribution to theģ-dimensional sub-

space {Ā · ę + ī0 |ę ∈ R
ģ}. Typically, it is solved using a Principal

Component Analysis (PCA)[13] with the optimum ī0 = Ćĉ and

Ā consisting column-wise of theģ eigenvectors with the largest

eigenvalues.

Ā̂ = eigen1:ģ (Sĉ ) , ī0 = Ćĉ (13)

If we were to apply this to an adaptive control, an input of zero

(i.e. a non-action of the user) would, instead of a standstill, result

in a motion of the robot according to the expected value ī0 = Ćĉ .

This is neither user-friendly, nor safe, so we change the optimiza-

tion problem to enforce ī0 = 0. For that Ćĉ Ćĉ
Đ needs to be added

to the covariance Sĉ before calculating the eigendecomposition.

Ā = eigen1:ģ (ď) , ī0 = 0, ď = Sĉ +Ćĉ Ćĉ
Đ (14)

The resulting distribution is shown in Figure 3 by the black

ellipse, with the black arrow representing the eigenvector with the

largest associated eigenvalue.

3.4 Mathematical Derivation

This section derives (14). The PCA provides the optimal solution (13)

for an optimally chosen ī0. An arbitrary centeredģ-dimensional

subspace is �tted to the distribution. This is well known[13].

As we de�ned to enforce ī0 = 0 to ensure a stationary robot

when no user input is given, we modify the derivation from [13]

for a zero-centered subspace. Letđ be an R
Ĥ random variable. In

our system E(đ ) = Ćĉ and Cov(đ ) = Sģ , but we will keep the

derivation general. Let Ā parametrize the desiredģ-dimensional

subspace {Āę |ę ∈ Rģ}, where the columns of Ā ∈ R
Ĥ×ģ span

the subspace and Ā is orthonormal (ĀĐĀ = ą ). In [13] there is an

additional center Ă , which is �xed to 0 in our case.

Since Ā is orthonormal, ĀĀ+đ = ĀĀĐđ is the closest point to

đ on the subspace and þđ with þ = ą − ĀĀĐ is the corresponding

error vector ě . Our optimization problem is

Ć (Ā) = ā
(
∥þđ ∥2

)
= E

(
đĐþĐþđ

)
(15)

Ā = arg min
Ā∈RĤ×ģ,ĀĐĀ=ą

Ć (Ā). (16)

The matrix þ is symmetric and idempotent (þ2 = þ = þĐ ), so

Ć (Ā) = E
(
đĐþđ

)
= E

(
đĐ (ą − ĀĀĐ )đ

)
(17)

= E
(
đĐđ

)
− E

(
đĐĀĀĐđ

)
(18)

= tr
(
E

(
đđĐ

))
− tr

(
ĀĐ E

(
đđĐ

)
Ā
)

(19)

= tr(ď) − tr
(
ĀĐ ďĀ

)
, ď = Cov(đ ) + E(đ )E(đ )Đ . (20)

This is the same expression as in [13, (19),ē = Ā,Ĕ = đ ], except

that there ď = Cov(đ ) and here ď = Cov(đ ) + E(đ )E(đ )Đ . To

conclude, enforcing ī0 = 0 leads to an additional term E(đ )E(đ )Đ

in S. The rest of the proof is the same, deriving that the optimal

Ā = eigen1:ģ (ď).

4 BEHAVIORS

For our assistive robotic system, we focussed the set of behaviors on

a generalized task of interacting with grasped objects as it is a very

common use of the arm. In addition, especially the approach and

grasping of objects holds good opportunities for assistive support,

as grasping objects often requires detailed alignment from the user,

graspable objects can be readily identi�ed and de�ned, and the task

has foreseeable goals, instead of, for example, the inverse Placement

task, which can end nearly arbitrary.

In the following, we will present the seven developed behaviors,

six of which as basic behaviors in Section 4.1, and one in more

detail in Section 4.2. However, all behaviors presented are treated

independently and equally, as they are mixed together (see Section

3.3) instead of being selected individually.

4.1 Basic Behaviors

The six basic behaviors follow a very minimalistic structure and

are designed to represent some fundamentals of robotic interaction.
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We will brie�y present each behavior with its sigma points čĘ in

end-e�ector coordinates āā.

In the following, the terms <Rot (ė) Ĝ > and <Trans (ė) Ĝ > are

used to describe unit rotations or translations along an axis ė of

a frame Ĝ , whereas <Grasp> describes the unit motion vector of a

directional movement leading to closing of the �ngers. Also, the

transformation matrix Đþ←ý maps from coordinate system ý to þ

Please note, that in this framework, motion is described by a

vector with components x, y, z, yaw (around x), pitch (around y),

roll (around z), gripper. These refer to the relative motion velocity

in end-e�ector-coordinates, not to (relative) poses, so the question

of avoiding singularities by matrices or quaternions does not arise.

Look Around. In order to reach a target position, it is often nec-

essary to reorient the gripper towards it. This constant behavior

describes the necessary rotation solely around the vertical axis,

which aims to avoid possible spillage by not changing the end-

e�ector’s alignment with the horizon. In addition, this orientation

change towards a target improves the situational awareness of

the gripper-mounted camera. Without additional information, this

behavior provides a DoF, by supplying two opposite sigma points:

čĐ
ĈĥĥġýĨĥīĤĚ

=

©­­«
Rot

(
Đāā←þėĩě · ĬěĨĪğęėĢ

þėĩě
)āā

−Rot
(
Đāā←þėĩě · ĬěĨĪğęėĢ

þėĩě
)āāª®®¬

,

Ĉ = ęĥĤĩĪėĤĪ .

(21)

Forward. Once the end-e�ector is oriented towards the user’s

target position, a common motion is driving, relative to the end-

e�ector, forwards. For example, when preparing to grasp, users will

often initially align with the object and then move in a direct line

to reach a grasping pose. This behavior provides a constant, but

light-weighted DoF pointing outwards İ from the tool center point

of the end-e�ector. This represents the action of continuing motion

in the direction the gripper is pointing. The sigma points form a

DoF in both directions, with a tendency to go forwards:

čĐ
ĂĥĨĭėĨĚ

=

©­­«
Trans (İ)āā

Trans (İ)āā

−Trans (İ)āā

ª®®¬
, Ĉ = ęĥĤĩĪėĤĪ (22)

Grasp. Continuing the though process of aiming to grasp an ob-

ject, this behavior supplies the actual motion of closing the �ngers.

This behavior is distinct from the others, as it is the only one a�ect-

ing this dimension. This avoids the accidental opening or closing of

the �ngers that would otherwise be possible by multidimensional

DoFs. Using the attached depth camera, the behavior reacts to the

number of close pixels ĦĮ in between the gripper that suggest the

presence of an object.

If an object is already grasped, the behavior will instead suggest

opening the gripper upon standstill, with the likelihood increas-

ing based on the time Īĩ since last movement and the distance Ěĝ
travelled since grasping the object.

čĐ
ăĨėĩĦ =



(
−Grasp

)
, Ĉ = const ·Īĩ · Ěĝ if object grasped(

Grasp
)
, Ĉ = const ·ĦĮ otherwise

(23)

Rotate Upright. In most cases, it is desirable to keep the end-

e�ector upright. This simpli�es grasping, avoids dropping or spilling

of grasped objects, and is often easier for the user to fathom. Based

on the current orientation (roll angle Ĩ , pitch angle Ħ) of the end-

e�ector, this behavior provides a rotational motion to reorient the

gripper to be upright. The yaw angle has no e�ect on this behavior.

čĐ
ĎĥĪėĪěđĦĨğĝℎĪ

=

(
−

(
Rot (ĨĥĢĢ)āā · Ĩ + Rot (ĦğĪęℎ)āā · Ħ

))
,

Ĉ = |Ĩ | + |Ħ |
(24)

Lifto�. After grasping or placing an object, there is generally

a short phase of retrieval, where either the object is lifted and

positioned, or the arm is retracted from the position of the object.

In either case, it makes sense to (slightly) lift the end-e�ector, as well

as retrieve it in the general direction of the robots base Ĭāā←þėĩě

or the user. This should be a safe direction to move in most cases,

as it roughly aligns with the user’s line of sight and the robot’s

joints. This behavior diminishes with the time Īĝ and distance Ěĝ
since grasping.

čĐ
Ĉğ Ĝ Īĥ Ĝ Ĝ

=

(
Trans (ĬěĨĪğęėĢ)āā + Ĭāā←þėĩě

)
,

Ĉ =

{
− const ·Īĝ · Ěĝ if object grasped

0 otherwise

(25)

Approach Home. As certain pre-de�nable positions have recur-

ring meaning, this behavior provides a direct approach towards a

home position, weighted by the distance and relative orientation

of the gripper. It’s individually comprised of a rotation ą (ℎĥģě)

aiming to align the end-e�ectors z-axis with the target position,

and the translational displacement Ĭℎĥģě←āā of the target pose to

the end-e�ector.

For a wheelchair user, one home pose might be above their

wheelchair table, so that they can easily retrieve objects to there.

For a detailed explanation of ą and Ĉ in this case, please see Sec.

4.2.

čĐ
ýĦĦĨĥėęℎĄĥģě

=

(
ą (ℎĥģě)

Ĭℎĥģě←āā

)
(26)

4.2 Approach Object Behavior

The Approach Object behavior actively scans for graspable objects

in range and provides individual behavior distributions for each of

them. Individually, each such distribution represents the action of

approaching the speci�c object. However, in combination they pro-

vide a distribution of possible directions that best allow to approach

the group of objects. This way it actually encapsulates multiple

similar behaviors (one for each object stored) which are aggregated

in this section. For a detailed analysis of the resulting performance

synergy, see Section 4.3.

In general, per detected object ĥ the behavior provides two sigma

pointsčýĦĦĨĥėęℎċĘ ĠěęĪ (ĥ ) and corresponding weights Ĉ
Ĩ
ĥ , Ĉ

Ĭ
ĥ . The

sigma points separately describe translation to, and orientation

towards, the goal, as it is assumed that users will perform each

of them stepwise one after the other (initially rotate towards the

object and approach only then):
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čĐ
ýĦĦĨĥėęℎċĘ ĠěęĪ (ĥ )

=

(
ą (ĥ)

Ĭāā←ĥ

)
,

Ĉą
ĥ = Ăą ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ )

ĈĬ
ĥ = ĂĬ ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ ) ,

(27)

where the rotational component ą (ĥ) is the angle between the

forward-pointing z-axis of the end-e�ector and the vector towards

the object and is calculated as

ą (ĥ) = ∠

(
Trans (İ)āā , Ĭāā←ĥ

)
. (28)

Perception. The sensory input of this behavior is structured around

the FastSAM[18] implementation of the Segment Anything Model

(SAM)[10]. This neural network model is designed to isolate seg-

ments in a color image and can basically be run on arbitrary images.

We use the model as-is and actively refrain from doing any model

adjustments, as we want the underlying generalistic behavior.

Using the color images generated by the wrist mounted RGBD

camera[8] (see Figure 1), the SAM model provides image masks

for a fairly large number of possible objects it detects. As not all

the generated image segments are valid real-life objects, we post-

process each image segment in order to interpret it as an object

and generate a reasonable target.

Using the camera-proved depth data, the 3D physical extends of

the objects are calculated based on a camera project matrix and the

rotated minimal bounding box. In addition, the direct neighboring

area around the objects is checked to verify, that the segment pro-

trudes su�ciently from the background to be able to be grasped;

In other words, it checks the sides of the objects for chasms that

are deep enough for the �ngertips. The depth data is also used to

calculate the relative object pose.

Based on this data, objects are treated as targets if they are within

reach, have grasp-appropriate physical extends, as well as having

su�cient chasms to the objects sides for the gripper to protrude

during grasping.

Each such object ĥ is persistently stored, so it is remembered

even when it falls outside the camera’s �eld of view. The weights

Ĉą
ĥ and ĈĬ

ĥ of an unseen object however decrease over the time Īĥ
since the object was last seen, so to say forgetting the object.

Sigma Points. For every object ĥ remembered, a sub-behavior is

generated that handles direction orientation ą (ĥ) and approach

Ĭāā←ĥ towards the object.

For this, the weights are regularly updated using the functions

Ăą ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ ) and ĂĬ ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ ) respectively.

These are simple functions calculating a relative estimate of the

likelihood of the user aiming to grasp the object in this current

situation. In our setup, they were designed to embrace objects

that are close and aligned with the gripper, resulting in a selection

dynamic (see Section 4.3). In detail, they are:

ĂĬ ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ ) =

Īĥ ·

(
(Ĭmax − |Ĭāā←ĥ |) ·

(
1

2
((cos |ą (ĥ) | + 1))

)3) (29)

Ăą ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ ) = Ĝ̂Ā · ĂĬ ( |Ĭāā←ĥ | , |ą (ĥ) | , Īĥ )

where Ĝ̂Ā =

{
1 if |ą (ĥ) | > Ā

ĜĀ otherwise,

(30)

where Ĭmax is the maximum distance reachable by the robot arm,

and Ā is a threshold angle, belowwhich the relative likelihood of the

rotate-towards sigma point is reduced by a factor of ĜĀ . The latter

serves to favor the translational component in the �nal approach

rather than optimizing orientation.

The Approach Home behavior (see Sec. 4.1) follows the same

principle and Ĉ-scaling.

4.3 Synergy in Shared Control

The presented behaviors can obviously not be used as a baseline

for automation; The system’s information is only very limited with

respect to the environment and the intent of the user. In general,

there is too much uncertainty for an automation task.

However, as discussed in Section 2, automation should not be the

goal of assistive control strategies. Instead, the presented control

was developedwith the speci�c user requirements and relies heavily

on interaction of the user, who not only selects the current motion

to perform, but instead smoothly controls through them.

As each behavior evaluates its own likeliness and adjusts its

weight Ĉ accordingly, the weighted combination of the behaviors

provides a quickly adapting set of DoFs. From the perspective of

the user, the suggested DoFs barely make any decision between

options, but instead provides the user with the means of selecting

one themselves.

Ī0 Ī1 Ī2

Figure 4: DoF Selection Example: Two star-shaped red targets

and a 2D-robot at 3 points in time. For each point in time,

a green arrow represents the suggested DoFs that are most

likely given the situation.

A simple scenario showcasing these principles can be seen in

Figure 4:

Initially, at Ī0, the robot is far away from the targets. As the

system has no information about which object the user prefers, it

simply provides the direction towards the center of the targets, as

this will get them closer to their actual goal. This is a direct result of

the Approach object behavior for each target: The two translational

components add up to a clear direction, whereas the rotational

components balance out each other and only provide a less likely

unsigned DoF.

Assuming the user follows the suggested motion until Ī1, the

robot has reached a point where the summed translational compo-

nents have decreased su�ciently, such that they are now smaller

than the balanced rotational element. In other words, the system
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assumes it’s no longer e�ective to drive forward, but instead orient

toward one of the targets. The user must not obey this, but can

choose to select a new DoF at any point.

At Ī2 the user has obviously continued controlling the robot in

a translational manner and has only just started rotating slightly

to the left. This orientation towards the leftmost target is however

su�cient, such that the system assumes that they prefer this target.

As a result, it provides a direct translational approach motion. This

is a result of the Ĉ-scaling of Ăą and ĂĬ .

In summary, the system relies on the user to make their selection.

In the setting described above, if the user had not made any decision

to switch, the control would have missed the targets and passed

through the center. The systems assist only once the user makes a

clear enough decision. The same concept generalizes to an arbitrary

number of targets, as well as e�ects from the other behaviors.

As long as the user input devices supports less input DoFs than

the robot has (ģ < Ĥ), this method of control cannot be complete

(i.e. there are poses the user cannot reach). To solve this, a user

interface with a fallback option of controlling in the cardinal DoFs is

suggested. This way, the adaptive DoF control only extends existing

controls and does not restrict the user’s options. See the media

attachment for a video example.

Seemingly contradictory, this setup of behaviors does not in�u-

ence the robot safety. The only but essential rule is that if there is

no command from the user, the robot performs no motion. In this

setting and with this type of robot, contact with the environment

necessarily needs to be possible (be it for object interactions, or

tasks like scratching), therefore no speci�c obstacle avoidance is

implemented. This is left to the user.

5 TECHNICAL USER STUDY

To verify the technical usability of the control, we conducted a small

user study in a laboratory environment using a Kinova Jaco Gen2

7DoF assistive robot arm[9], an Intel Realsense D435[8] and a ros-

based software stack. As this was designed as a proof of technical

concept, not an end-user compatibility scoring, we opted to test

the control with able-bodied participants.

Based on the scenarios from [4], we selected a simpli�ed super-

market shelf scenario. Two objects were placed on a shelf and, using

the robot, the users were tasked to retrieve the objects to a basket

on a nearby table, which was close to the stored Home position.

Each user could select the order in which to retrieve the objects, so

the system could not be adjusted to the speci�c setting. After each

successful retrieval, the robot was reset to a starting pose to make

the trials comparable.

We developed a user interface (UI) for our adaptive DoF control

on the same principles as the munevo DRIVE[14] system for con-

trolling an electric wheelchair with head gestures through a Google

Glass[6]. This includes mode selection by �icking or nodding mo-

tions of the head, and control inputs by tilting the head. The UI can

be seen in the top right of Figure 1. The DoF currently controlled is

shown in the center, with the new suggestion being highlighted on

the side. The cardinal DoFs can be reached by nodding. DoFs are

represented with a set of simpli�ed 3D arrows. The use of this inter-

face aimed to provide a sense of a realistic interaction experience

for our study participants.

During the study, each participant compared our control to the

use of only the cardinal control, both using the same interface.

The order of controls was switched for each user. In addition to

extensive explanations, the users were also given time to get used

to both control methods, and a test task (grasp a held bottle) for

introduction. For the latter, they were verbally guided and assisted

by the study administrator.

5.1 Results

Our user group of 18 people was aged between 20 and 34 years

(25.8 ± 4.2). Of these, 8 reported their gender as female, 8 as male,

and none as non-binary, with two choosing not to reply. All test

subjects were able-bodied and reported no personal context to the

�eld of care. Most of them (15) regularly used joysticks or keyboards,

with 6 users working with robots on a weekly basis.

For the evaluation, we examined the time between the �rst mo-

tion of the robot and the start of opening the �ngers to release the

object at the target position. Figure 5 shows the execution times

over all users with either control method, separated by execution or-

der. For the �rst object (i.e. when there is very little experience with

the control), it can be seen that they are slower with the adaptive

control. Even though only slightly better than the classic approach,

there is a noticeable improvement of the adaptive duration for the

second object, when compared to the �rst. This is independent of

the order the controls were presented in, although the e�ect is more

prominent if classic was used �rst.

Classic

Adaptive

60 80 100 120 140 160 180
time in s

Classic

Adaptive

Task Completion Time for 1st object (top) and 2nd object (bottom)

Figure 5: Task Completion Times of all users, separated by

object

Another factor for the usability of an assistive control concept

is the necessity of mode switches. Depending on the interface and

the physical abilities of the user, mode switches can be di�cult,

exhausting, or time-consuming. It is therefore an important metric

of the system. Figure 6 shows the number of mode switches for each

control, again separated by execution order. This clearly shows a

signi�cant reduction in mode switches for the adaptive control for

both objects.

A slight variation of this can be seen in Figure 7, which shows the

number of user-interface selections necessary to reach the actual

modes to control in. This di�ers, as the limited input options of the

user interface requires the user to skim through various options

to reach the desired control mode. The di�erence between classic

and adaptive is even greater, showing reduced necessary skimming
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Classic

Adaptive

5 10 15 20 25
number of mode switches

Classic

Adaptive

Mode Switches for 1st object (top) and 2nd object (bottom)

Figure 6: Number of Mode Switches of all users, separated by

object

with the adaptive control. A clear training e�ect can be observed by

the reduction of variability (broader range of interquartiles) from

the �rst object to the second.

Classic

Adaptive

5 10 15 20 25 30 35
number of ui selections

Classic

Adaptive

UI Selections for 1st object (top) and 2nd object (bottom)

Figure 7: Number of UI Selection Gestures of all users, sepa-

rated by object

The qualitative user responses had a clear preference: 14 chose

the adaptive control and only 4 the classic. The users gave di�erent

reasons for this: Some users reported the adaptive control to be

simpler, even if they require more familiarization, whereas oth-

ers simply felt the visual user interface more compact (less mode

options), therefore allowing for a better overview. The latter also

caused for fewer necessary mode switches, which were sometimes

physically exhausting for users. Multiple users explicitly praised

the diagonal options of the adaptive control, assisting to move di-

rection to a target, which in turn was an issue for a smaller subset,

which had di�culty subconsciously grasping the directions of the

more complex arrows.

For this user group, the classic side had a clear advantage, as

one did not need to understand the arrows, but could instead learn

the modes and positions by heart for this control. In addition, one

user reported that the directions suggested by the adaptive control

interface often did not �t his wishes.

The conducted NASA-TLX questionnaire was not conclusive: All

categories showed very similarly distributed user responses. Based

on the interviews, this can be traced back to di�ering perspectives.

For example, for some users the mental demand of the adaptive

control was higher because the arrows changed and one had to

adapt, whereas others found this to be a reduction of mental load,

as the more direct options removed intermediate steps and allowed

for more streamlined executions. The physical demand was mostly

identical, with some users reporting less strain on the adaptive

control because of the reduction in mode changes. The results of

the NASA-TLX can be seen in Figure 8.

Mental Demand Physical Demand Temporal Demand Performance Effort Frustration

0

2

4

6

8

10

Pr
ec

ei
ve

d 
wo

rk
lo

ad
 (0

 lo
w,

 1
0 

hi
gh

)

NASA-TLX responses
Classic
Adaptive

Figure 8: NASA-TLX User Responses

6 COMPARISON TO A HYPOTHETICAL
END-TO-END LEARNING APPROACH

It is tempting to learn the desired Ħ (đĪ |Ė1:Ī ) end-to-end from data.

Indeed, in previous work we recorded the DORMADL dataset[4]

exactly for this purpose. However, investigation of the data revealed

considerable complications for such an approach. These motivated

our investigation into a more classical engineering alternative re-

ported in this paper and shall be discussed here.

First, as the camera is mounted slightly behind the hand (Fig. 1),

it often sees only a small part of the scene. However, the motion

is often motivated by something outside the view, e.g. when tran-

sitioning from one object to another on a table. This requires the

system to memorize object positions to e�ectively predict motion.

In our system this is done analytically with depth data and forward

kinematics. An end-to-end learned system would have to learn this

connection, which is not easy and of little value, since it is well

described analytically. It would also require operating on image

sequences not single images.

Second, we observed that users exhibit a large degree of arbi-

trariness in how they perform a certain motion. This makes it hard

to predict. It is actually not necessary for the application to predict

precisely which motion variant is desired as any useful variant

is �ne. However, this is not captured by typical least-squares or

maximum likelihood losses.

Third, we observed that the presumably well predictable motions

are reaching motions to grasp an object. As we showed, these are

low-hanging fruits that do not need deep learning but are well

realized geometrically.

Forth, an advantage of deep learning is that it would implicitly

learn to understand the environment from images, which cannot be

done well analytically. However, as shown in our system, this part

can be covered by a network with a more specialized role (segment

anything) that has actually been trained on much more data.
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Lastly, as most often, the analytical approach is more transparent,

because it is build of parts that have a human de�ned interface. It is

also easier adaptable, because the heuristic de�nition of behaviors

can be changed, while changing a learned one requires collecting a

new dataset re�ecting the desired changes in behavior.

Overall, while we don’t want to rule out an end-to-end learned

approach, we claim that the proposed method is well suited for the

considered task.

7 CONCLUSION

We have presented a system that suggests degrees of freedom to

the user of an assistive robot arm. It models the distribution of what

motion the user probably wants to do as a mixture of heuristically

de�ned behaviors. Some of these, in particular the approaching and

grasping behavior, incorporate sensor data, mostly in a geometric

way. This has been shown as a viable alternative to an end-to-end

learning idea.

The technical user study showed the viability of the system in

a realistic scenario with a promising perspective on mode switch

reduction. Also, the qualitative feedback of the users displayed clear

preferences for the new control system, especially during the direct

approach of objects.

Future work is to investigate, whether more general behaviors

can be implemented this way and whether they are actually pre-

dictable to an extent that allows suggesting a DoF to the user. Also,

the study needs to be repeated with the targeted user group.
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